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Abstract
This review puts in doubt the classical description of the Verwey (metal–
insulator) transition in magnetite on the basis of the wide set of experiments
carried out over the last 60 years. We re-analyse here the most relevant
experiments used to study the Verwey transition from the point of view of their
degree of agreement with the proposed Fe2+–Fe3+ charge ordering model. We
will consider three groups of experimental studies, according to their capability
of detecting different ionic species and/or a charge periodicity: (1) Experiments
which have been interpreted using the charge ordering model as the starting
point though they are not able to demonstrate its validity. This is the case
for macroscopic properties such as the electrical resistivity, the heat capacity
and the magnetic properties. (2) Experiments which can distinguish different
types of Fe ions, such as Mössbauer, nuclear magnetic resonance (NMR)
and electronic spectroscopies. However, we show that they are not able to
associate them with a specific valence (2+ or 3+ in our case) and, in some
cases, they observe more than two different kinds of iron atoms. (3) Diffraction
(x-ray, neutron and electron) experiments, which are the most conclusive ones
for determining a periodic ordering of different entities. These experiments,
instead, point to the lack of ionic charge ordering. We will focus, in
particular, on the discussion of the results of some recent x-ray resonant
scattering experiments carried out on magnetite that directly prove the lack
of ionic charge ordering in such mixed valence oxide. Furthermore, we also
reconsider some so-called Verwey-type transition metal oxides in terms of the
applicability of the Verwey charge ordering model. We show that a complete
charge disproportionation (δ) is not experimentally observed in any of these
compounds, the maximum δ being less than 0.5 e−. Regarding the theoretical
framework, we will outline some relevant implications for the description of
the physics of 3d transition metal oxides of this critical re-examination of the
experimental facts on magnetite. Electronic localization should then occur
involving more than one transition metal atom, so the definition of ionic d states
loses its meaning in mixed valence transition metal oxides.
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1. Introduction

Magnetite is the magnetic material that has been known of for the longest time. It was
discovered 2500 years ago by Thales of Miletus (625–547 BC). Its ‘magic’ properties have been
a matter of speculation throughout history. Transition metal (TM) oxides and, in particular,
magnetite have been taken as a starting model for an important part of present-day solid state
physics [1–8]. For instance, the present knowledge of magnetism is mainly based on studies
carried out on magnetite. It is needless to recall that magnetite provided one of the first
examples of the application of Néel’s two-sublattice model of ferrimagnetism [9].

Apart from the magnetic properties, the other relevant phenomenon is the occurrence of
a structural transition at around 120 K. This phase transition is called the Verwey transition as
Verwey was the first to report on it in 1939 [10–12]. At this phase transition, a decrease of two
orders of magnitude in the electrical conductivity occurs in such a way that at low temperatures
magnetite is an insulator and above the Verwey transition temperature it is a metallic conductor.
Verwey explained the change in conductivity as due to charge localization on the octahedral
iron sites, Fe3+ and Fe2+ ions ordering periodically in the crystallographic lattice. In spite
of this long period of investigation, this transition is still a matter of discussion. However,
most of the metal–insulator transitions of mixed valence compounds are classified as Verwey
type assuming that some kind of charge ordering (CO), i.e., ordering of the ionic charge state,
occurs [13]. The interpretation given by Verwey has persisted to this day, in spite of the fact
that after more than 60 years from the discovery of the transition it has proved impossible
to achieve a consensus on the specific ionic ordering. Recently, with the aim of precisely
determining the ionic ordering in magnetite, we have carried out x-ray resonant scattering
experiments at the Fe K edge at the (002) and (006) forbidden reflections above and below the
Verwey transition [14, 15]. Although our results do not completely disallow the occurrence
of some kind of charge density wave with high periodicity, they establish that none of the
charge ordering models which satisfy the Anderson condition [16] are compatible with our
experiment, including the Verwey model. Several reviews have been published previously [2–
8]; the recent one by Walz specifically criticizes our x-ray scattering results in a negative and
superficial way. In this review, we will refute all the arguments advanced by that author and
we will show that there is no experimental proof of the existence of Fe3+–Fe2+ charge ordering.
On the contrary, many experiments show the lack of such ordering in magnetite. We pinpoint
this review as critical reading due to the fact that the acceptance of the absence of ionic charge
ordering in magnetite is an important point that could help in revising the generally accepted
hypothesis of the ionic model for transition metal oxides.
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We will place emphasis on the discussion of the structure, magnetic ordering and
microscopic experiments which tried to demonstrate the existence of ionic charge ordering. We
will distinguish between techniques able to demonstrate the existence of such charge ordering
and experiments which are interpreted taking the charge ordering model as a hypothesis but
do not demonstrate its existence. In section 2, we will review the main points related to the
description of the metal–insulator transition of magnetite in terms of the classical Verwey CO
model. Section 3 will be devoted to reviewing the three types of experimental techniques
(macroscopic property, spectroscopic and electronic techniques, and diffraction techniques)
extensively used as proofs of the occurrence of CO in magnetite. We re-examine them one by
one, showing the degree of agreement with the CO model, i.e. up to which limit they can be
considered as a proof of the existence of a periodic ordering of ions. Related mixed valence
transition metal oxides which present metal–insulator transitions also classified as CO type are
also briefly reviewed in section 4. We will show that none of these compounds can be described
in terms of ionic charge ordering and that a different degree of charge disproportionation exists
depending on the particular compound, which demonstrates the absence of such ionic ordering.
Finally, we will outline some implications for the theoretical description of TM oxides derived
from the absence of ionic charge ordering in magnetite (and in other mixed valence TM oxides).
Conclusions in terms of the present knowledge of solid state physics are given at the end.

2. The Verwey transition: a classical description

Magnetite belongs to the spinel ferrite materials group. The spinel crystal structure was first
reported for magnetite by Bragg [17, 18]. The ideal spinel structure consists of a cubic close
packing of the oxygen ions with, in between, a large number of holes, which are partially filled
with the metal ions. The structure is cubic, space group Fd 3̄m. The general chemical formula
can be written as Fe3+[Fe2+, Fe3+]O4 from the ionic point of view. Here, octahedral iron ions
are indicated between brackets (16d B site) and the tetrahedral iron ions before the brackets
(8a A site); see figure 1. According to this formula, Fe2+ and Fe3+ ions coexist at the same
crystallographic site in the so-called inverse spinel structure. Below TN = 860 K, magnetite
orders ferrimagnetically [9]. The magnetic ordering, typical of Néel’s two-sublattice model,
implies that the tetrahedral (A) and octahedral (B) metal ions are aligned ferromagnetically
within each sublattice and antiferromagnetically between the two sublattices. This magnetic
structure agrees with the saturation magnetic moment, 4 µB, determined experimentally [19]
and it was one of the first proofs of the validity of the Néel ferrimagnetic model, latter confirmed
by means of neutron diffraction. In fact, the saturation magnetic moment corresponds to
µ(Fe3+B) + µ(Fe2+B) − µ(Fe3+A). As we will show later, even if this expression agrees with
the ionic model, detailed neutron scattering experiments [20] have shown that the individual
magnetic moments do not correspond to the ionic ones.

Magnetite undergoes a phase transition at TV ∼ 120 K. This transition was first detected
by means of heat capacity measurements by Parks and Kelley [21] in 1926. But the greatest
interest in this transition was aroused when Verwey found that the transition is accompanied
by a strong discontinuity in the electrical conductivity. Verwey characterized it as an order–
disorder transition and he proposed an ionic model to explain the strong change in the electrical
transport properties [10–12]. The model can be viewed as follows: above TV, Fe3+ and Fe2+ are
dynamically disordered in the lattice. The dynamical transformation of Fe2+ into Fe3+ implies
motion of the electron to be responsible for the metallic conductivity above TV. For below TV,
Verwey proposed a long range spatial ordering of the Fe3+ and Fe2+ ions. This periodic order
localizes the electron, preventing the motion of carriers. This simple model was very successful
in giving a reasonable interpretation of the electrical resistivity measurements [10, 22] and it
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Figure 1. The crystal structure of spinel Fe3O4, ideally described as the cubic closest packing of
oxygen atoms. A large ball shows an oxygen ion, a small dark ball denotes an A site (tetrahedral)
iron ion and a small light ball denotes a B site (octahedral) iron ion.

has been applied to a lot of new phase transitions, of so-called Verwey type. In our opinion,
this fact, combined with the simplicity of the model, has been the reason that this model has
survived for nearly 60 years. Verwey proposed a specific scheme of ordering of the Fe3+

and Fe2+ octahedral ions as shown in figure 2. Within this model, the charge ordering will
produce a structural phase transition from the cubic to an orthorhombic phase, where Fe3+

and Fe2+ ions occupy alternately the (001) planes forming channels of homovalent ions along
the directions [110] and [1̄10]. This ionic ordering should induce the appearance of the (002)
reflection, forbidden by symmetry in the high temperature phase. The ordering proposed by
Verwey was apparently confirmed by neutron diffraction experiments performed by Hamilton
in 1958 [23]. This observation was the experimental support of the Verwey model, considered
by the scientific community as a milestone in the physics of transition metal oxides. This belief,
combined with the difficulties in explaining the insulator state of transition metal oxides (in
particular, NiO) in the framework of the band theory, was the origin of Mott’s theory of metal–
insulator phase transitions [24]. Simultaneously, numerous experiments were performed on
magnetite, some of them trying to confirm the charge ordering scheme proposed by Verwey or,
at least, the existence of two different ionic states in the low temperature phase of magnetite.
None of them were able to rigorously prove either of the two hypotheses.

Other experiments, for instance resistivity measurements, took the Verwey model as a
hypothesis to explain their experimental results but, despite very nice agreement, they do
not demonstrate the Verwey type of ionic ordering. The situation should have changed after
the neutron diffraction experiments of Shirane et al [25], which demonstrated that the (002)
forbidden reflection observed by Hamilton was, in reality, a spurious signal coming from
multiple scattering. Later on, the structural determination of the low temperature phase by
Iizumi et al [26] directly contradicted the Verwey model. This precise and rigorous structural
determination shows two important points: first, the octahedral Fe–O interatomic distances
determined are far from the ones expected for Fe3+ and Fe2+ octahedral ions. We transcribe a
sentence of Iizumi’s paper: ‘The Fe–O distances are indicated in figure 5 (Pmca model). The
displacement pattern in both space groups is complex, and there is no significant variation
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Figure 2. An illustration of the ordering of Fe2+ and Fe3+ octahedral B ions along the 〈1̄10〉 and
〈110〉 directions, as proposed by Verwey [10, 11]. Inset: a schematic representation of one octant
of the spinel structure showing the octahedral Fe ions. (x0, y0, z0) axes refer to the orthorhombic
low temperature unit cell.

in the mean Fe–O distances for the octahedral sites, such as might be accompany charge
ordering.’

Second, at least four different octahedral iron sites are distinguishable in the low
temperature phase. (The authors believed that the real symmetry is Cc with 16 different
octahedral iron sites.) It is obvious that the number of different octahedral sites is different from
a bimodal distribution, i.e. only two different atoms. These important points seem to have been
forgotten in the scientific discussion. Perhaps the conference in Cambridge (1979) arranged
by Sir Nevill Mott with the ‘the Verwey transition’ as its topic obscured the relevant results
obtained from this experiment. Despite these ‘negative results’, the scientific community has
not discarded the Verwey model, the actual situation in science being the following: everybody
assumes that the Verwey transition originates from ionic localization of the carrier, giving rise
to a periodic ordering of Fe3+ and Fe2+ ions, even if the detailed scheme ordering is still
unknown.

3. Charge ordering in magnetite: reconsideration of the experimental studies

Prior to focusing on the different experimental techniques used to demonstrate the occurrence
of charge ordering in Fe3O4 we would like to review the concept of ‘charge ordering’ itself.
Classically, as is shown in most of the textbooks, charge ordering is defined as a periodic
arrangement of ions with different integral valence states [4, 8]. Nowadays, this concept
seems to be relaxed. Some authors implicitly assume that the ions (Fe3+ and Fe2+ in our case)
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cannot be considered equivalent to those in the pure compounds (Fe2O3 and FeO). Thus the
observation of two physical features has been considered as a proof of identification of two
ions with different integral valence states. In any case, even in this situation, only two different
ions should be identified. We will discuss these two points for the case of magnetite in the
following sections.

A large number of experimental techniques have been applied to characterize the charge
ordering phenomena in Fe3O4:

(i) Experiments mainly devoted to measuring macroscopic properties such as the electrical
resistivity, heat capacity, magnetization and magnetic after-effect. Such measurements
have been interpreted using the Verwey model as a hypothesis. The Verwey model nicely
reproduces the experimental data, but these techniques are unable to discriminate between
the Fe ions and to determine the model of ordering. In other words, the interpretation of
the experimental facts is correct if the charge ordering model is.

(ii) Other experiments, for instance Mössbauer, NMR and electronic spectroscopies, are able
to distinguish different kinds of ions but they cannot say anything about the model of
ordering.

(iii) The third group of experiments comprises those able to determine the crystallographic
scheme of ordering of the two entities. These experiments are the most conclusive. In fact,
they can distinguish two different kinds of ions and determine their scheme of ordering.
Clearly, diffraction is the most suitable technique for determining a periodic order (x-ray,
neutron or electron diffraction). However, the determination of different crystallographic
sites for the atoms in the lattice does not necessarily mean that they are associated with
atoms with different integral valence states. As an example, the crystallographic structure
of the hard magnetic material Nd2Fe14B is described in terms of six different iron sites [27].
This does not imply the ordering of different ionic states.

The tunability of the synchrotron radiation has allowed us to develop new x-ray diffraction
techniques. X-ray anomalous diffraction permits us to investigate the energy dependence of
the anomalous part of the atomic scattering factor using energies of the incident photon in the
neighbourhoodof an atomic absorption edge. This technique consists in recording the intensity
of a Bragg reflection as a function of the energy of the scattered photons crossing an atomic
absorption edge. Due to the fact that the energies of the absorption edges are specific to an
atom and an electronic level, x-ray anomalous diffraction has all the capabilities of diffraction
and x-ray absorption in a single technique. It provides short range order information about
the set of long range ordered atoms selected by the diffraction condition and it is chemically,
valence and site specific. This technique is known as DAFS (diffraction anomalous fine
structure) [28, 29]. X-ray resonant scattering is an x-ray anomalous diffraction technique,
where the reflections investigated are either Thompson forbidden or very low intensity ones
(satellites). The main contribution to the x-ray structure factor for these reflections comes from
the anomalous part of the atomic scattering factor of a specific atom (selected by the photon
energy of its absorption edge). As the structure factor for forbidden (or almost forbidden)
reflections is given by the difference of atomic scattering factors of particular atoms in the
lattice, the intensity of this reflection appears (or it is highly enhanced) only at definite photon
energies (so-called resonances) where the contrast of the anomalous part of the scattering factor
is maximum. The atomic anomalous scattering factor is intimately correlated with the x-ray
absorption coefficient and for dipolar transitions is a two-range tensor. Thus, resonance can be
observed as arising from differences among the terms of the scattering tensor or from a different
orientation of this tensor in the lattice (ATS, anisotropic tensor scattering reflections). In the
first case, the absorption edges (or the anomalous scattering factors) of atoms with different
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valence states are shifted (chemical shift) in energy. Consequently, a strong resonance at
the absorption edge must be observed for sequences of the charge with the periodicity of
the reflection studied in the crystal. The appearance of a resonance at the absorption edge
does not guarantee the occurrence of charge ordering, as ATS reflections can also give rise
to the same kind of resonance. In this second case, the intensity of the ATS reflections
depends on the x-ray polarization and azimuthal angle of the diffraction plane. Thus the
azimuthal and the polarization behaviour of the x-ray resonant scattering reflection permits
us to discriminate between ATS and charge ordering reflections. A complete survey of x-ray
anomalous diffraction and x-ray resonant scattering techniques is given in [30].

3.1. Macroscopic properties

Transport and magnetic properties, the specific heat and thermodynamic properties of
magnetite across the Verwey transition have been extensively reported [5, 31, 32]. Here we
will discuss how far experiments probe the model of ionic localization.

3.1.1. Electrical resistivity. The fingerprint of the Verwey transition is the discontinuous
change of the electrical resistivity at TV, this being one of the first examples found of a
metallic–insulator phase transition. The interpretation given by Verwey in terms of ionic
ordering was very successful and it was responsible for the extension of this model to
other intermediate valence oxides, which show metal–insulator phase transitions [3–6]. The
electrical conductivity of magnetite has been measured by several authors [10, 22, 31–36], all
of them indicating a sharp discontinuity at the phase transition (see figure 3). The proposed
two-state order–disorder model has also been very successful in accounting for the electrical
characteristics of magnetite [31], although we would like to remark that the assignment of
the two-state system to Fe3+ and Fe2+ octahedral ions itself implies a correlation among the
octahedral iron ions in pairs. Another characteristic of the Verwey transition is the strong
dependence of the resistivity discontinuity at TV on the oxygen stoichiometry (iron defectivity)
or doping substitutions. A careful study of this dependence has been carried out by Honig and
co-workers, showing the existence of two regimes of the Verwey transition depending on the
iron defectivity (δ) [31, 37–40]. For δ < δc, δc = 0.0117, Fe3−δO4 exhibits a first-order phase
transition, being of second order for δ > δc. For δ > 3δc, the transition disappears [37, 38] with
δc corresponding to a deficiency of one electron out of the 96 cations of the low temperature
base-centred monoclinic cell (2

√
a, 2

√
a, 2a), a being the spinel cubic unit cell parameter. If

we consider the vacancy to be located at the octahedral sites, one out of 64 ions breaks the long
range ordering. The interpretation of these results has been made in terms of percolation theory,
and is very successful in reproducing the occurrence of long or short range ordering, although
this calculation was only based on the experimental fact that the low temperature structure is
the Cc one. However, the tolerance in composition (i.e., the deviation of the Fe3+/Fe2+ = 1
ratio) is larger than 1.5% for order–disorder phase transitions. Moreover, the percolation limit
for a spin = 1/2 Ising lattice is also considerably larger than the experimental limit found
for magnetite (as a first approximation we can consider each octahedral iron as a spin 1/2
which can have the two states +3 and +2). Thus, the very small stoichiometric tolerance in
magnetite indicates that the conformation of the low temperature electronic structure is highly
dependent on the electronic filling, and this is very difficult to reconcile with an ordering of
two independent entities.

The existence of metallic conductivity above TV in magnetite in comparison with spinel
ferrites such as CoFe2O4, MnFe2O4 and NiFe2O4 being insulators indicates that the existence
of a mixed valence state on B sites is responsible for the electrical conduction. This observation
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Figure 3. The temperature dependence of the electrical conductivity of Fe3O4. From [36].

is correct although it does not mean that the fluctuating ionic model is valid. The mechanisms
proposed to explain the electrical conductivity in magnetite follow Mott’s view of the Verwey
transition, i.e. a phase transition from a Wigner glass into a Wigner crystal. The low temperature
conductivity for Fe3O4 has been explained in terms of various mechanisms, from tunnelling
of electrons to multiple variable-range hoppings of small polarons. We will deal here not with
the various models proposed to explain the conductivity in magnetite and ferrites (excellent
reviews of this topic are given by Brabers [5] and Tsuda [3]), but with their implications
for the ionic localization model. First, a lot of interpretations have been given in terms of
the ionic model though the conduction mechanisms seem to change with composition. As
an example, the conduction in Nix Fe3−x O4 [41, 42] has been described as due to nearest
neighbour and variable-range hopping for high nickel concentrations, whereas the formation
of a Coulomb gap seems to take place for lower concentrations. Another example that shows
that the mechanisms for electrical conduction in magnetite do not correlate with the ionic model
is the fact that the conduction mechanism for Verwey-type compounds such as REFe2O4 is very
different compared to that of magnetite [43]. Moreover, the Verwey transition disappears in
YFe2O4 on applying a hydrostatic pressure, indicating that the sensitivity of this transition to the
interatomic distances is stronger than in Fe3O4 where TV slightly shifts to lower temperature [5].
As a final remark, for Fe3O4, the effect of residual stresses lowering TV, broadening the
temperature width of the anomalous specific heat at the phase transition and decreasing the
discontinuous conductivity change at TV cannot be explained with a model as naive as the
charge ordering model [34].

3.1.2. Heat capacity. Heat capacity measurements show an anomaly at the Verwey transition
temperature, which is highly dependent on the stoichiometry and the residual stress [34, 38, 44].
The relevant magnitude that can give us information about the mechanism of the phase transition
is the entropy change of the transition, �SV. The experimental molar entropy content of this
transition approaches the value of �SV = R ln 2 instead of 2R ln 2 expected from a model of
order–disorder phase transitions where the Verwey transition is caused by the ordering of a
binary random mixture of Fe2+–Fe3+ ions on the B sites. Several attempts have been made to
resolve this discrepancy. Honig, Aragón and Shepherd [31, 39, 44], using the two-state model
of Kittel, found a configurational entropy of R ln 2, but this result is implicitly contained in their
model, as it uses a couple of octahedral Fe ions with two possible configurations, Fe3+–Fe2+



Topical Review R153

(a)

(b)

Figure 4. (a) The dependence of the Verwey transition temperature TV on the stoichiometry
parameter δ in Fe3(1−δ)O4. Circles relate to calorimetric measurements and triangles to magnetic
measurements. From [44]. (b) The entropy content of the first-order Verwey transition �SV versus
TV for non-stoichiometric magnetite samples (0 � δ < 0.004). The solid curve � = 1/3 indicates
the entropy content at the critical value δc. From [44].

and vice versa. It is obvious that this model is similar to a spin = 1/2 Ising model for each
pair of octahedral irons so they found a configurational entropy of R ln 2. Anyway, apart from
the fact that this model artificially introduces a very strong constraint, it cannot explain the
variation of entropy content as a function of the oxygen stoichiometry. The entropy content
as a function of δ (iron defectivity) should be nearly constant in a strict order–disorder model,
contrary to the experimental results. For illustration, figure 4(a) shows the variation of the
Verwey transition temperature as a function of the iron defectivity whereas figure 4(b) reports
the dependence of the entropy content, �SV, on TV [44]. The lack of agreement between the
experimental and the theoretical estimates of �SV could be explained as due to the existence
of short range order above TV, but Shepherd et al [44] did not find any evidence for short range
order in their heat capacity measurements.

3.1.3. Magnetic properties. Magnetite is a well-known ferrimagnet, archetypical of the
spinel ferrites. The magnetic ordering in magnetite provided one of the first examples of the
application of Néel’s two-sublattice model. In this model, it is assumed that the magnetic
interaction between the octahedral (B) and tetrahedral (A) iron ions is strongly negative
and that between the ions of the same lattice is weak and positive. These interactions
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favour an antiparallel arrangement of the sublattices A and B, the so-called collinear Néel
configuration, and consequently the resultant magnetization is the difference between the
A and B lattice magnetizations. Following the ionic model, the magnetic moments of A
(Fe3+) and B (Fe3+/Fe2+) sites are µ(A) = 5 µB and µ(B) = 9/2 µB, respectively, so
the net magnetic moment should be 4 µB/fu. The experimental value determined by Weiss
and Forrer is 4.07 µB [19]. The good agreement between the theoretical magnetization
predicted by the simple ionic model and the experimental value was considered as a proof
of the validity of this model. However, neutron scattering experiments [20] have demonstrated
that the magnetic moment of the A site is very different from the expected theoretical value
and the same applies to the B site magnetic moment. This means that the assumed cation
distribution of Fe3+/Fe3+–Fe2+ among the Td and Oh sites, respectively, is wrong in a strict
sense. Moreover, below TV no magnetic reflection was observed coming from the difference
between the magnetic moments of the predicted ordered octahedral Fe3+–Fe2+ ions. In fact,
all the neutron scattering refinements made consider only one magnetic moment on the B
octahedral site [26].

From the point of view of the magnetic interactions between sublattices, it is very
difficult to reconcile the ionic charge ordering model with the proposed magnetic interactions
responsible for the magnetic ordering. It is acknowledged that the magnetic ordering in
oxide spinels is mainly due to superexchange interactions via the oxygen ions [5]. In the
mean-field approximation, most of the models only used three interaction constants (JAA,
JBB and JAB) [9]. Some models distinguish between the two octahedral sublattices (Fe3+

and Fe2+) increasing the number of exchange integrals [45]. However, it is well known that
the mean-field approximation is a long range interaction and superexchange interaction is a
short range interaction (nearest neighbour interaction). Thus, it is expected that, considering
superexchange interactions, the dynamic disorder in the B sublattice above TV should change
the effective interactions and, consequently, a significant change must be observed in the
magnetic properties at the Verwey transition. The saturation magnetic moment changes by
less than 0.1% at TV [33], demonstrating that the Verwey transition is not driven primarily
by magnetic interactions and, correspondingly, that the metal–insulator transition has a minor
effect on the magnetic properties. The hypothesis of a double-exchange mechanism as the
origin of the coupling in the B sublattice does not improve the modelling of the thermal
magnetization dependences [46]. Moreover, it would also imply a discontinuous change of
the magnetic properties above and below TV. In fact, the double-exchange mechanism should
be suppressed in the low temperature Verwey phase.

The last property we would like to mention is the magnetic after-effect (MAE), as it has
been claimed that MAE experiments on magnetite clearly indicate the existence of ionic states
of different valence localized for at least several minutes [7, 47]. We are not expert in this
technique, but it seems really hard to understand how a technique that measures the dynamics
of the magnetic domain walls and their interaction with the lattice defects could give direct
evidence of ionic ordering. In our opinion, the MAE data are interpreted on the basis of the
ionic model but cannot be considered as a direct proof of the existence of charge ordering.
In fact, Walz [7] explicitly says that the appearance of a characteristic MAE spectrum in
the low temperature phase of Fe3O4 is a clear indication (not a demonstration) of electron
localization.

Similar reasons can be given for other macroscopic properties such as thermal expansion,
thermoelectricity and optical conductivity (see the books of Brabers [5] and Mott [24]). The
experimental data are interpreted taking as reference the ionic model but, in all these cases,
these macroscopic measurements cannot be considered as an experimental proof of charge
ordering.
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3.2. Spectroscopic techniques

3.2.1. Mössbauer and NMR techniques. Mössbauer and NMR techniques are able to
distinguish ions with different ionic valence states or at different crystallographic sites but
they cannot determine the ordering of these different species present in a sample. Dynamic
aspects should also be observed in view of the typical probing time of these techniques, of
the order of 10−8 s, which means that if the electron hopping between Fe ions occurs with a
frequency >10−8 s−1, the ions see an average valence state.

The temperature dependence of the Mössbauer spectra shows only one spectral line
above the Néel temperature, that Pan and Evans [48] fitted with two quadrupole doublets
corresponding to the tetrahedral (A) and octahedral (B) sites. On the other hand, De
Grave et al [49] described this high temperature spectrum as the sum of A site and B site
doublets, consistently with the cubic symmetry on the A sites and the trigonal symmetry on
the B sites. In the temperature range TV < T < TN, the spectrum consists of two superimposed
six-line spectra corresponding to the A and B sites. The lines of the B site show a larger width
and the respective hyperfine parameters are not typical for Fe3+ or for Fe2+. This leads to
the suggestion that the sixth electron jumps between adjacent Fe3+ and Fe2+ ions along the
[110] B site chains with a frequency which is considerably higher than the inverse of the
Mössbauer measuring time [50]. As a consequence, the Mössbauer effect cannot distinguish
different valence states for the Fe at the B site [49]. Below TV, an adequate model for the
interpretation of the spectra has not been found yet, even if the transition is clearly reflected.
Rubinstein and Forester [51] have interpreted the Mössbauer spectrum at low temperatures
in terms of one A site spectral set and five magnetic components for the octahedral B sites.
Recent studies [52] concluded, instead, that the Mössbauer spectrum below TV is better fitted
with only five components. Figure 5 shows the fit of the Mössbauer spectrum recorded at
4.2 K in zero applied field from a single crystal of Fe3O4 and the decomposition into five
magnetic sextet components. One corresponds to the tetrahedral Fe A site and the other four
are attributed by the authors to two non-equivalent octahedral Fe2+ and Fe3+ B sites [52]. We
would like to emphasize here that the low temperature Mössbauer data are further evidence
against the validity of the Verwey description that implies the existence of three components
with the same intensity, one for each of the three kinds of atoms (tetrahedral Fe3+, octahedral
Fe2+ and octahedral Fe3+).

NMR was the other technique extensively used as a proof of the existence of localized
octahedral Fe2+ and Fe3+ since faster NMR relaxation is expected. This fact allows us to
establish a correspondence between NMR lines and the valence of iron. Early experiments by
Rubinstein and by Mizoguchi observed four types of resonance lines for the iron atom, one
of them corresponding to tetrahedral iron and the other three to octahedral B irons [51, 53].
The lines corresponding to the tetrahedral A site are formed by four peaks of different widths
and intensities, indicating the existence of more than four non-equivalent A sites in the unit
cell. The spectrum corresponding to the octahedral iron is much more complex and at least
five non-equivalent B sites among the 16 of the Cc unit cell were distinguished. Despite the
fact that the number of sites was different to that expected from the Verwey charge ordering
model, Mizoguchi sought to interpret the data maintaining the original idea of Verwey and
proposing a new ordering pattern referred to as Mizoguchi ordering [53]. This ordering was
not experimentally confirmed and consequently it was abandoned. Re-analysis and recent
NMR experiments on magnetite below the Verwey temperature found 8 and 16 independent
lines for tetrahedral and octahedral iron, respectively [54]. Figure 6 shows the temperature
dependence of these NMR frequencies. This work showed that the NMR spectra are in accord
with the Cc symmetry and the NMR relaxation results below TV indicate that the states of
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Figure 5. 57Fe Mössbauer spectra recorded in zero applied field at 4.2 K from a single crystal of
Fe3O4 cut perpendicular to the [111] axis. From [52].

iron ions on the B sublattice are so strongly mixed that the notion of 2+ or 3+ valence loses
its meaning [54]. Mizoguchi obtained similar results in his recent NMR work. He identifies
16 non-equivalent octahedral B sites where the iron atoms show fractional valences or charge
states ranging between 2+ and 3+. He proposes a charge density wave model but implicitly he
demonstrates that neither octahedral Fe3+ nor Fe2+ can be identified on the B sites [55].

In conclusion, Mössbauer and NMR spectroscopies identify more than two distinct
octahedral Fe ions that cannot be associated with two different integral valence states (2+,
3+), as the Verwey charge ordering model imposes.

3.2.2. Electronic spectroscopies. Several spectroscopies that allow study of the electronic
structure in solid state physics have been applied to analyse the electronic state in magnetite.
In spite of the extensive experimental work performed on this material, as we will show, no
study was able to demonstrate the existence of two different octahedral iron ions in terms
of valence states below the Verwey temperature. Moreover, some investigations show the
lack of adequacy of the ionic CO model for the experimental observation. We would like to
emphasize again that most of the studies use as a hypothesis this ionic model, i.e., the existence
of octahedral Fe3+, octahedral Fe2+ and tetrahedral Fe3+, to explain the experimental spectra.
In some cases, they are successful in reproducing a particular experimental spectrum, but the
resulting physical parameters are obtained by fitting and not from independent models. In
other cases, a model that seems valid for Fe3O4 cannot be extended to related compounds such
as the substituted spinel ferrites. Finally, some recent experiments show the absence of charge
ordering.

Core-level spectroscopies can, in principle, solve the problem of iron localization in Fe3O4.
In fact, the binding energy of core-level electrons depends on their chemical state through the
chemical shift. However, the different studies give contradictory results. Fe(2p) and Fe(3p)
photoelectron spectra of pure Fe3O4 have been described as indicating a mixed valence oxide.
But, while the Fe2+/Fe3+ intensity ratio of the resolved components from the Fe(3p) spectrum
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Figure 6. Temperature dependences of the NMR frequencies of lines corresponding to Fe ions on
(A) tetrahedral and (B) octahedral sites. From [54].

agrees nicely with the stoichiometric value of 0.5, the Fe(2p) analysis of the spectrum gives
a peak intensity ratio of 0.32, lower than the theoretical one [56]. Moreover, 3p–3d resonant
photoemission shows that most of the resonant features in the Fe3O4 spectrum cannot be
separated into contributions coming from either Fe2+ or Fe3+ [57].

Electron energy loss and x-ray absorption spectroscopies (XAS) are two other techniques
very sensitive to the local structural and electronic state. Fe L2,3 edges mark the electronic
transitions from the 2p state to the projected local density of states of d character. So the
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spectrum of Fe3O4 should be given by the addition of the three spectra corresponding to the
three supposed different iron ions (A Fe3+, B Fe2+ and B Fe3+). The experimental L3/L2 spectra
are very similar for different iron oxides [58–61]. Thus, the deconvolution into the respective
individual components is highly dependent on the model and even the simulated theoretical
spectrum qualitatively agrees with the experimental one. In addition, the theoretical spectrum
is generally obtained by fitting the experimental one [59]. In other words, the parameters
obtained from the analysis could only be considered physically relevant under the condition
that the ionic model is valid. One point to emphasize here is that, for example, the proposed
chemical shift between the two different octahedral sites (Fe2+, Fe3+) ranges from 0.7 [59]
to 1.3 eV [61] showing the very low sensitivity of L2,3 edges to the electronic state of the
iron atom in these oxides. Recently, high energy resolution L2,3 spectra of substituted spinels
(NiFe2O4, CoFe2O4, Fe3O4, MnFe2O4 and CrFe2O4) have been measured [62]. The overall
L3 XAS profiles are very similar for the measured spinels pointing to a near independence of
the spectra of the nominal valence state of Fe and/or the crystallographic site (see figure 7).
We underline that MnFe2O4 and Fe3O4 L3 spectra are nearly identical. We remember that
manganese substitutes mainly at the tetrahedral site of the spinel structure and its formal
valence state is 2+, there being Fe3+ instead of Fe2.5+ in pure Fe3O4. The near identity of
spectra for the different substituted spinels indicates that the local density of the empty d states
seems to depend mainly on the crystallographic structure instead of on the local symmetry and
the formal valence state. In this sense, the assignment of ionic d states in magnetite seems to
lose its meaning showing that a large mixing of the iron states occurs, leading to the formation
of a d band.

Similar points could be made for the L3/L2 x-ray circular magnetic dichroism (XCMD).
The circular magnetic dichroic signal of Fe3O4 was measured by Kuiper et al [63] who
interpreted the spectrum on the basis of the ionic model. They associated the three observed
features with A Fe3+, B Fe2+ and B Fe3+ signals as indicated in figure 8. We note here that in this
interpretation they include a non-justified parameter to fit the spectrum. However, these three
features cannot be assigned to the three valence states by comparison with related compounds.
The XCMD spectra of highly iron defective magnetite including γ -Fe2O3, in which Fe2+ does
not exist, show the same three-peak structure as is illustrated in figure 8. Moreover, the same
three features were observed for substituted spinels where again they could not be assigned
either to the local symmetry or to the valence state [64]. An interesting study was recently
published in which the authors try to explain the electronic structure of magnetite below the
Verwey transition by using the so-called local density approximation, LSDA + U , where a
stable solution for the charge ordering state is obtained [65]. Within this description, they
calculate the x-ray absorption spectra as well as the x-ray circular magnetic dichroism spectra
at the K, L2,3 and M2,3 edges for several TM substituted Fe3O4 samples. In spite of the good
agreement between theory and available experimental data, the study cannot be considered
as a proof of charge ordering or localization. We would like to note that the two theoretical
XCMD spectra, the Fe L2,3 spectrum of NiFe2O4 and the Fe K spectrum of Fe3O4, do not
reproduce the experiments at all (the reader can compare theoretical simulations given in [65]
with experimental spectra given in [57] and [66]). Moreover, the ordering model used is
the classical Verwey model that has been abandoned now. In addition, this model predicts a
different magnetic moment for the iron B sites in Fe3O4—that is, goes against the experimental
results where no differences in the magnetic moment have been observed. As a conclusion,
an unrealistic model is able to fit reasonably some XCMD spectra but this fact leads one to
discard it as a good model for supporting ionic localization in magnetite.

Oxygen K edge spectra of transition metal oxides were first reported by de Groot et al [67].
They analysed the spectra as divided into two regions: the first is a double peak, which can be
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Figure 7. Comparison of Fe L2,3 XANES spectra of several spinel MFe2O4 (M = Cr, Mn, Fe,
Co and Ni) samples at room temperature with an applied magnetic field of 0.4 T. The zero in the
energy scale is set at the Fe L3 main peak. From [62].

related to the metal 3d states, and the second is a broader structure above the edge related to
the 4s and 4p bands. The oxygen K edge spectrum is due to transitions from the 1s oxygen
core state to the oxygen p projected unoccupied density of states. Thus, the assignment of the
physical features, despite the wide consensus among the scientific community, to transition
metal states with 3d character is at least risky. We do not enter into discussion of the different
theoretical interpretations of the O K edge spectra, sometimes giving discrepancies between
the results of different sets of authors and different electronic spectroscopies [67–70]. We
want to analyse from the experimental point of view whether there are some physical features
that allow the distinguishing of different valence states. First, O K edge XANES spectra of
Fe3O4 and α-Fe2O3 are very similar to each other [67, 68, 70] even if the local symmetry
and formal valence state for the Fe ion are different for each sample. Second, none of the
authors try to reproduce the experimental spectra as sums of different contributions coming
from different kinds of Fe ions in terms of symmetry and filling of the ionic d states. We would
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Figure 8. Fe L2,3 XMCD spectra of non-stoichiometric Fe3−δO4 thin films compared to
nanocrystalline γ -Fe2O3/ZrO2. From [64].

also like to comment here on the interpretation given by multiple-scattering theory [70] for the
O K edge spectrum of Fe3O4 without considering any kind of charge ordering. One needs at
least a cluster of 69 atoms to reproduce the experimental spectrum. This means that the naive
assignment of the pre-peak structure of O K edge spectra to ionic d states (t2g, eg) is far from
reality when we need to include atomic shells beyond the first one in order to reproduce this
feature well.

The valence photoemission spectra (PES) have also been the subject of many experimental
studies [57, 71–75]. Photoemission spectroscopy (PES) and inverse photoemission
spectroscopy (IPES) probe the density of occupied and unoccupied electronic states,
respectively. In particular, valence photoemission gives information about the states close to
the Fermi level. Because of the large overlap of Fe 3d and O 2p states in transition metal oxides,
it is nearly impossible to detect the presence of two different ionic states by this technique.
However, we can elucidate whether an excitation energy is required to create unbound holes
and electrons entering the conductivity or whether there is a Fermi edge as in a metal. Recent
PES studies have reported a reduction of the band gap, induced by the structural transition on
heating through TV, as the origin for the phase transition [74] instead of a complete collapse of
this gap in the high temperature phase, first suggested by Chainani [71]. Moreover, an opening
of a gap has also been detected by measuring the optical conductivity [73]. In addition,
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band dispersions derived experimentally from PES agree reasonably well with band structure
calculations for the high temperature phase [57]. Recent results from spin and angle resolved
photoemission spectroscopy also provide a direct proof that the itinerant nature of the 3d
electrons persists even at T < TV [75], showing that the Verwey transition affects mostly only
the B site minority spin t2g electrons.

In conclusion, most of the interpretation of the electronic and soft x-ray absorption
spectroscopic data of Fe3O4 has been carried out from a localized electron point of view.
However, recent experiments are demonstrating the inadequacy of the localized model for
explaining the spectroscopic data.

3.3. Diffraction techniques

The technique able to determine a periodic ordering of physical entities is diffraction. X-ray and
neutron diffraction techniques are the most powerful tools for determining the crystallographic
structure. They have been mainly responsible for the microscopic knowledge of matter.
However, the experimental verification of charge ordering by means of diffraction is a
complicated problem, as we outline below. The difference in x-ray scattering power from
atoms with different valence states is too small and consequently superstructure peaks coming
from orderings of ions are very difficult to detect. The scattering power of x-ray diffraction
depends on the total number of electrons on the atom, so the ability to discern one electron, the
difference between Fe3+ and Fe2+ ions in Fe3O4, is very limited. Normally, crystallographic
refinement uses the same scattering factors for different ionic states. The use of neutron
diffraction does not resolve the problem although it can determine the magnetic structure
in magnetically ordered systems and, hence, the value of the individual magnetic moments.
However, if we do not consider the magnetic scattering, the interaction of neutrons with matter
is nuclear and obviously is not sensitive to the electronic charge. So conventional diffraction
is unable to detect in a direct way differences of electronic charge densities in a solid. Despite
this, charge ordering can be inferred by means of diffraction in an indirect way, from the first-
shell interatomic distances and from the magnetic moment localized on each atom. Recently,
the use of x-ray synchrotron sources has allowed the development of a new technique, x-ray
resonant scattering, which is able to detect a charge periodicity in a direct way.

3.3.1. X-ray and neutron diffraction results. How can diffraction data be used to differentiate
between two kinds of metal ions (Fe in our case)? There are two main basic properties that
can identify two kinds of Fe ions; the first one is the Fe–O interatomic distance and the second
one is the local magnetic moment. Table 1 lists the interatomic Fe–O distances and magnetic
moments for Fe2+ and Fe3+ ions in an octahedral and tetrahedral environment compared to the
experimental values obtained for octahedral and tetrahedral iron atoms in magnetite below TV.

(1) The appearance of distinct crystallographic sites for the metal ion has been considered
as structural evidence of CO. However, the assignment to different valence states for
the two ions in these different sites needs the extra condition that the metal–anion
interatomic distance is near to the value corresponding to the associated valence state.
For octahedrally coordinated iron oxides, the average interatomic distance for the cluster
FeO3+

6 is about 2.025 Å, clearly distinguishable from that of the oxygen octahedron
for the FeO2+

6 cluster, dFe−O = 2.16 Å [76]. Thus, a bimodal distribution of Fe–O
interatomic distances must be found at the B site in Fe3O4 below TV. Recent diffraction
studies in magnetite by means of high energy transmission electron diffraction [77] have
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Table 1. Fe–O bond distances and localized magnetic moment values for Fe ions in Fe3O4
compared to tabulated values for Fe2+ and Fe3+ ions given by Shannon et al [76].

High spin Average interatomic distance Localized magnetic moment
Fe ion Fe–O (Å) (spin contribution) (µB)

Fe2+O6 2.16 ± 0.017 4
Fe3+O6 2.025 ± 0.017 5
Fe3+O4 1.87 ± 0.017 5

Octahedral Fe2.5+ 2.058 ± 0.033a [78–80] 3.97 [20]
(Fe3O4) 2.060b [26]
Tetrahedral Fe3+ 1.89 ± 0.01a [78–80] 3.82 [20]
(Fe3O4) 1.884b [26]

a Structural determination by means of high resolution neutron and synchrotron x-ray powder
diffraction.
b Structural determination by means of single-crystal neutron diffraction.

confirmed the neutron single-crystal structural determination of Iizumi et al [26, 78] at
low temperatures. It is characterized by a fourfold monoclinic cell, 2

√
a × 2

√
a × 2a,

with Cc symmetry [26, 78, 79] compared to the cubic Fd 3̄m high temperature structure.
In all the studies, as was first pointed out by Iizumi, the Fe–O interatomic distances
are intermediate between these corresponding to Fe2+ and/or Fe3+ ions, indicating that
both powder and single-crystal diffraction are incompatible with the existence of Fe3+

and Fe2+ octahedra [80–82]. Moreover, all these studies agree that there are 16 different
crystallographic sites for the octahedral Fe ion in the low temperature phase. Wright et
al [80, 81] try to artificially split the four octahedra of their P2/c refinement into pairs,
with the aim of demonstrating the occurrence of charge ordering in magnetite, although
their data in fact demonstrate the absence of such charge ordering [82].

(2) For magnetic atoms, another difference is in their local magnetic moment. Fe2+ and
Fe3+ are both magnetic ions with a distinct local magnetic moment. It is obvious
that if an ion is called Fe2+, its magnetic moment should be near to the theoretical
value of 4 µB. Moreover, two different magnetic moments should be easily detected
if two Fe ions are present in the sample by means of neutron scattering, as the
neutron scattering factor depends on the local magnetic moment. Actually, this is
the standard technique for determining local magnetic moments and their ordering in
magnetically ordered systems. The determination of the magnetic moments merits an
extra discussion. The measured magnetization (−4 µB) agrees well with a model of
localized electrons: in the Néel model of ferromagnetism the tetrahedral A sublattice
is antiferromagnetically coupled to the octahedral B one, so the total magnetization
observed was M = µ(octahedral Fe3+) + µ(octahedral Fe2+) − µ(tetrahedral Fe3+). The
magnetic contributions of trivalent tetrahedral and octahedral Fe3+(d5) ions are mutually
compensated so only magnetic moments of octahedral Fe2+(d4) ions are contributing to
the macroscopic magnetization, which corresponds closely to the high spin octahedral
Fe2+ contribution of 4 µB. This fact, in our opinion a coincidence, was taken as a proof of
the existence of atomic electron localization. Polarized neutron diffraction experiments
have shown that the magnetic moment of the Fe ion at the A site is 3.82 µB, instead of
5 µB [20]. Moreover, low temperature neutron diffraction experiments were not able to
detect any difference between magnetic moments of Fe ions on the B sites [3, 26, 81]. No
new magnetic reflection associated with the ordering of octahedral B irons (Fe3+, Fe2+) has
been observed. In addition, the magnetic moment measured on the B sites is 3.97 µB [81],
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Figure 9. Normalized XANES spectra of Fe2+ (solid curve) and Fe3+ (dots) water complexes with
pH = 1 on a relative energy scale. About 4 eV separates the absorption edges. From [83].

a value very similar to that for the tetrahedral A site, which implies that the assignment of
the tetrahedral Fe ion to a 3+ valence state is also not well supported experimentally.

3.3.2. X-ray resonant scattering. We will continue the discussion of the applicability of
x-ray resonant scattering for the determination of different valence states in a solid. As we
have outlined before, x-ray resonant scattering deals with the study of very weak or forbidden
reflections. In this case, the observed resonance (a sharp increase of the scattered intensity at
the absorption edge) marks the difference between the anomalous atomic scattering factors of
a selected atom in the lattice. Because the atomic scattering factors (or the x-ray absorption
coefficients) are different for atoms with different valence states, this technique is suitable for
determining the occurrence or absence of ionic charge ordering in mixed valence compounds
such as Fe3O4. However, the experimental results have been heavily criticized in a recent
topical review by Walz [7]. In the following, we will explicitly refute all these unsupported
criticisms, showing the great potential of this relatively new technique for the determination
of electronic information on solid state materials.

It is well known that x-ray absorption spectroscopy is able to distinguish different ionic
valence states through a chemical shift of several electronvolts in the XANES spectra. Figure 9
shows a comparison of octahedral water complexes of Fe3+ and Fe2+, showing the energy shift
(chemical shift) of the absorption edge [83]. Intimately correlated with the XANES spectra is
the anomalous part of the x-ray atomic scattering factor, f (E) = f ′(E)+ i f ′′(E). The energy
dependence of the imaginary part of the scattering factor, f ′′, is proportional to the x-ray
absorption coefficient µ(E) through the optical theorem and the real part, f ′(E), is causally
related to f ′′(E) by the Kramers–Kronig transformation [84]. We note that at energies close to
the absorption edge, a remarkable contrast between the atomic scattering factors of octahedral
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Figure 10. (a) Calculated intensity terms [ fMn 4+ – fMn3+ ]2 (solid curve) and [ f par
Mn3+ – f perp

Mn3+ ]2 (dashed
curve) corresponding to CO (charge ordering) and ATS (so-called orbital ordering) reflections,
respectively. Note that the CO reflection has been calculated in terms of the chemical shift between
the experimental reference XANES spectra for Mn3+ and Mn4+ ions and the ATS reflection
considering the anisotropic splitting due to the Jahn–Teller distortion of the Mn3+ ion [85].
(b) Azimuthal behaviour of the (0k0) CO reflection of Pr0.6Ca0.4MnO3 reported in [89] (full
circles) compared with different theoretical models: (i) the pure charge ordering model (solid
curve), (ii) a realistic charge ordering model including an anisotropic splitting of 2 eV (dashed
curve) and (iii) a structural model [85] including a Thompson term C = 0.5 (dotted curve).

Fe3+ and Fe2+ is obtained, which makes it possible to discriminate between the two electronic
states. In fact, the anomalous scattering amplitudes of Fe3+ and Fe2+ in crystallographically
equivalent octahedral sites are not the same and non-zero resonant scattering intensity coming
exclusively from the difference of charge density should be observed.

On scanning these forbidden reflections (forbidden by glide-plane and/or screw-axis
selection rules) as a function of the photon energy across the transition metal (Fe) absorption
K edge, an intense resonance at the threshold energy should be observed. Figure 10(a) shows
a typical resonance for a pure charge ordered Mn3+–Mn4+ reflection (from [85]). This method
has also been extensively used to demonstrate the existence of charge ordering in manganites
but, as we will show, there is no ionic ordering in that case either.

As we commented before, a strong resonance can also be observed, due to ATS reflections.
In fact, the anomalous scattering factor (i.e. the x-ray absorption coefficient) is anisotropic
when the resonating atoms are in an anisotropic crystalline environment [86]. For dipolar
electronic transitions (the main contribution) the atomic anomalous scattering factor will no
longer be a scalar but will now be a two-range tensor giving rise to the appearance of resonant
reflections produced by the presence of anisotropy of the tensor of x-ray susceptibility (called
ATS reflections) [87, 88]. This anisotropy of the x-ray susceptibility has a significant value
in resonant conditions (at the absorption edge). One of the characteristics that differentiates
a charge ordering (CO) reflection from an ATS reflection comes from the intensity of the
resonance, as illustrated in figure 10(a), but the most important difference is in its azimuthal
behaviour; figure 10(b) shows the azimuthal evolution of the resonance intensity for a CO
reflection, a combined charge and anisotropic reflection and a pure anisotropic reflection. It
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Figure 11. Integrated intensity of (0 0 4n + 2) forbidden reflections versus photon energy in
magnetite as a function of temperature; T = 300 K (solid curve) and T = 30 K (full dots). Inset:
the azimuthal dependence for the (002) reflection at 30 K and fixed energies: 7124.5 eV (Fe K edge;
circles), 7111 eV (pre-peak; triangles) and 7135 eV (EXAFS region; crosses). From [14, 15].

can be observed that no charge order is deduced for the Pr0.6Ca0.4MnO3 sample [89]. In
this case, the scattered intensity depends on the relative orientation of the x-ray polarization
vector with respect to the local anisotropy axis. For dipolar–quadrupolar transitions and pure
quadrupolar transitions the scattered intensity also depends on the momentum transfer [90–92].
These ATS reflections have been considered by some authors as a proof of d orbital ordering
due to their azimuthal periodicity; i.e. their intensity may vary during crystal rotation around
the diffraction vector. This azimuthal dependence is the main criterion for differentiating
between reflections coming from charge ordering and from anisotropy of the charge density.
No azimuthal dependence should be observed for a pure charge ordering reflection.

X-ray resonant experiments at the Fe K absorption edge of the (002) and (006) forbidden
reflections have recently been published [14, 15, 93, 94]. We refer the reader to these
publications for details. We will summarize the main results here. At room temperature
the resonant spectrum shows the absence of scattering intensity at energies below the Fe
K edge, as expected for pure forbidden reflections. Scattered intensity is only observed at
energies above the absorption edge, showing that the reflection arises from the anomalous
part of the iron atomic scattering factor. The energy and azimuthal dependences for both
forbidden reflections are shown in figure 11. Three main features can be distinguished in the
energy dependence, and these are described as follows: the resonance at the energy of the
pre-peak of the fluorescence spectrum coming from dipolar–quadrupolar transitions at the iron
tetrahedral sites; the main resonance, at the absorption edge, coming from dipolar transitions
at the pseudo-octahedral iron ions; and the oscillatory behaviour above the absorption edge
(corresponding to the EXAFS region). We will deal here only with the main resonance due
to the octahedral ions. The real site symmetry of the B atoms is trigonal (3̄m) so the dipolar
atomic scattering factor is anisotropic with two degenerate components, along the direction
of the trigonal axis and its perpendicular. The appearance of this resonance arises from the
different orientation of the trigonal axis in the octant of the unit cell. In other words, the
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anomalous scattering tensor for (0 0 4n + 2) reflections is given by

F =
( 0 fxy 0

fxy 0 0
0 0 0

)

where fxy = (16/3)( f‖ − f⊥), f‖ and f⊥ being the components of the atomic scattering tensor
parallel and perpendicular to the trigonal axis of each of the pseudo-octahedral Fe B ions.
The energy and azimuthal dependences are well explained by just taking into account the
anisotropy of the atomic anomalous scattering factor of these Fe B atoms, being identical for
the different B sites in an octant. It is worth noting that the energy dependent spectra taken at
different azimuthal angles can be superimposed if we multiply each of them by the azimuthal
dependence. Taking into account that there are four octants in the high temperature unit cell,
this means that the average anomalous atomic scattering factor taken for four octahedral ions
with the same trigonal axis orientation is the same as the average for the Fe(B) ions in the other
three possible trigonal orientations. There are different possibilities for giving a coherent
explanation for these high temperature data:

(I) All the iron ions are electronically equal. This is the more natural explanation and it
coincides with the structural determination where only one crystallographic position for
the octahedral atom is obtained.

(II) If the anomalous scattering factor depends on the valence states of different Fe3+–Fe2+

atoms, the charge must fluctuate on a timescale faster than 10−16 s (the interaction time for
the photoabsorption process) and the incident photon would see a random distribution of
different atomic scattering factors of the Fe3+ and Fe2+ states. Accordingly, no coherence
requirement for diffraction would be fulfilled.

(III) We can hypothesize that the difference between Fe3+ and Fe2+ scattering factors is mainly
due to the chemical shift, the anisotropy splittings being similar for Fe3+ and Fe2+ for both
ions. In that case, the shape of the main resonance as a function of energy must show a
double peak instead of a single peak as observed experimentally.

If we consider the charge segregation to be proportional to the chemical shift, the maximum
charge disproportionation should be approximately 0.25 e−. As a conclusion of this analysis
we can say that the mobile electron is not localized at the octahedral iron atom, at least for
timescales above 10−16 s. In other words, the electrical conductivity must be explained in
terms of a band transport model.

We have also performed the same experiments below the Verwey transition temperature
without and with an applied magnetic field in order to orient the low temperature
crystallographic c-axis. The energy and azimuthal dependences of the (002) and (006)
forbidden reflections were the same as for room temperature data (see figure 11). The absence
of any changes between the experimental spectra above and below TV and between non-
oriented and partially oriented samples shows that the same conclusions as obtained for
the high temperature phase can be applied to the low temperature phase, i.e. any charge
disproportionation should be less than 0.25 e−. Moreover, the experiment at low temperatures
demonstrates that non-integral charge ordering, with (0 0 4n +2) periodicity, should be present.
In other words, the difference in average charge between consecutive octahedral iron planes
should be zero for all of the three crystallographic directions of the low temperature phase.
From this argument, we can conclude: first, eight of the models for the low temperature
monoclinic Cc structure proposed by Zuo et al [15, 77] are incompatible with this x-ray
resonant scattering experiment; second, the charge segregation in the low temperature phase, if
it exists, should be less than 0.25 e−; and third, if some charge disproportion exists, the ordering
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scheme cannot satisfy Anderson’s condition. Assuming that no ionic charge ordering exists
in magnetite, we can consider that the low temperature phase is characterized by the existence
of more than two different octahedral ions, as the crystallographic determination [26, 81] and
the recent NMR analysis imply [54, 55]. Recent x-ray anomalous scattering experiments have
been performed on (0, 4, 1/2)-type superlattice and (003) reflections at T < TV [95, 96].
However, more detailed study of their energy, azimuth and polarization dependences is needed
in order to obtain information related to the charge disproportionation in the low temperature
phase of magnetite.

As a last point of discussion, we would like to comment on the results of Sasaki et al [97]
and Toyoda et al [96]. They have been claimed by Walz as direct evidence of the existence of an
Anderson short range order (SRO) by using the valence difference contrast method (VDC) for
a range of temperatures across TV. Sasaki et al reported a chemical shift between the structure
factors of the A (Td) and B (Oh) sites δE = 2.5 eV that corresponds to a valence difference of
0.5 e−, intermediate between those of Fe3+ and Fe2+ estimated for the octahedral iron atoms
from XANES spectra [97]. This valence difference does not imply the existence of Fe3+ and
Fe2+ iron species at the octahedral sites. In fact, the same intermediate chemical shift should
be observed for an intermediate valence state Fe2.5+ for the octahedral iron atoms. We refer the
reader to a similar case in the so-called charge ordered manganites; an intermediate chemical
shift is obtained for Mn3.5+ samples but the absorption spectrum cannot be deconvoluted as a
sum of those for two Mn ions with two different 3+ and 4+ valence states [98, 99]. Figure 12
illustrates this fact. On the other hand, Toyoda et al found a chemical shift of approximately
1 eV between A and B sites. As the ideal chemical shift would be 2.5 eV between Fe2.5+ in
the B sites and Fe3+ in the A sites, the valence difference corresponds to 0.2 e− [96]. Thus, in
the case of magnetite, it is not possible to carry out this VDC analysis as we have no means
of discerning whether the average spectrum is the sum of two components (octahedral and
tetrahedral irons) or three components (octahedral Fe2+, octahedral Fe3+ and tetrahedral Fe3+),
according to the ionic model. Thus, the use of the VDC method to show directly the occurrence
of Fe3+–Fe2+ charge ordering is inappropriate.

4. Verwey-type compounds

The order–disorder model proposed by Verwey for magnetite has been the basis for the so-
called Verwey-type phase transitions in related transition metal oxides. Moreover, electronic
conduction in oxides has been interpreted in terms of atomic localization of the electronic
states [1–8, 100]. In this section, we will deal with some mixed valence oxides, which undergo
metal–insulator phase transitions that have been classified as of charge ordering type. We
will show that a complete analogy to magnetite cannot be made for these compounds, but
there are no experimental proofs demonstrating the expected ionic ordering in these so-called
Verwey-type compounds either.

The first oxide group comprises the RFe2O4 (R = rare earth) compounds which are known
as iron mixed valence systems. In these compounds, as in Fe3O4, the formal valence of
the iron ion is 2.5 and no atomic disorder is found in the high temperature phase. The
most studied sample of this family is YFe2O4. This compound shows a two-step Verwey-
type metal–insulator phase transition at about 240 and 200 K [101–104]. These first-order
phase transitions are also accompanied by the distortion of the hexagonal lattice at RT to a
monoclinic and subsequently to a triclinic one. However, as was pointed out by Brabers [5], the
electrical conduction in these rare earth compounds is quite different from that in magnetite.
The electrical resistivity shows a large anisotropy; it is two orders of magnitude along the
c-axis lower than in the ab plane and the value of the room temperature resistivity is about
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Figure 12. Comparison between experimental high resolution XANES spectra at the Mn K edge
of the (a) La1−x Cax MnO3 and (b) Tb1−x Cax MnO3 series (solid curve) and simulations obtained
by weighted linear combination of the spectra of the respective end-member compounds (dashed
curve). From [99].

102 � cm, comparable to the room temperature value of the resistivity in magnetite [104].
Furthermore, another notable difference is in the magnitude of the pressure effect on the Verwey
transition [105]. In addition, the magnetic coupling between iron ions is antiferromagnetic
for the RFe2O4 compounds in contrast to the ferromagnetic coupling between octahedral iron
ions in magnetite. There remain only two analogies with magnetite: first, the structural phase
transition is accompanied by a sharp discontinuity in the resistivity; and second, the Verwey
transition in RFe2O4 is also strongly affected by the oxygen stoichiometry (1% of oxygen
deficiency is enough for complete disappearance of the transition) [105].

Like for magnetite, the low temperature charge ordering scheme has not been determined
yet. Nagakawa et al [102] determine two crystallographic phases corresponding to the two-step
transition in YFe2O4 whereas Iida et al [103] indexed the low temperature diffraction pattern
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assuming a monoclinic phase in ErFe2O4. Neither of the two determinations gives a detailed
description of the crystallographic structure but it is expected that for a triclinic structure as
proposed for YFe2O4 more than two inequivalent crystallographic sites exist for iron atoms.
Recently, x-ray and neutron diffraction studies have been performed on LuFe2O4 [106] and
they showed the following sequence of structural phase transitions: disorder–2D CDW (charge
density wave)–3D CDW. The ground state of the low temperature phase is characterized by
an incommensurate charge density wave state. In their interpretation, the authors conclude
that the 3D CDW state is not the fully ordered ground state but still contains considerable
randomness. In other words, the low temperature phase is not a charge ordered state as was
initially postulated. A similar conclusion can be deduced for the YFe2O4 system; Ikeda et al
[107] show that at low temperatures five different phases coexist without defining the charge
ordering of these phases. As we have said for magnetite, no experimental proof of ionic charge
ordering in these RFe2O4 compounds has been given yet.

A second group of mixed valence iron oxides where charge ordering has been proposed
includes the double-cell perovskites REBaMe2O5 (RE = Y, Tb, Sm, Nd; Me = Fe, Co,
Mn) [108–111]. In this case, two different crystallographic sites for the Fe ion are present
in the ordered low temperature phase so the assignment of each of these crystallographic
sites to two different valence states is clearer. All these compounds show a discontinuity of
the electrical resistivity at the structural phase transition. Simultaneously with the structural
transition, a magnetic ordering occurs, so the two iron atoms must show different magnetic
moments too. Generally, two parameters have been used to assign each of the crystallographic
sites to an integral valence state. The first one is the interatomic Fe–O distance, obtained by
applying the bond valence sums (BVS) method, which is a very good method for empirically
determining the valence state. Second, the localized magnetic moment should correspond to the
theoretical (or experimental) one corresponding to the different iron valence state. In table 2,
bond valence sums and magnetic moments are given for different so-called charge ordered
materials, associated with the respective numbers of inequivalent crystallographic sites in the
structure. In all the cases, the bond valence sums and the magnetic moments are different from
those related to the integer valence. Thus the existence of two different crystallographic sites
does not guarantee the existence of two integral valence states. In relation to this, we would
like to emphasize that, on the other hand, a high degree of charge disproportionation exists and
many authors refer to it with this clear definition.

The series La1−x SrxFeO3 [112] shows a phase transition from a high temperature
paramagnetic state to a low temperature antiferromagnetic state where an apparent ordering
of Fe3+ and Fe5+ ions has been proposed. However, all the Fe atoms have the same
local environment over the whole temperature range and the observed magnetic moments
at the nominal Fe3+ and Fe5+ sites support a model based on the existence of charge
disproportionation, i.e. non-integral charge states, in this sample.

Mixed valence manganese oxides are another class of transition metal oxides that
exhibit the so-called charge ordering phase transitions. The recent interest in the study of
mixed valence manganites is due to the observation of colossal magnetoresistance in the
series RE1−x Mex MnO3 (RE = rare earth, Me = divalent metal). Several reviews have been
published on the physics of these systems and we refer the reader to them for a general
discussion [6, 113–115]. We will only deal here with the proposed charge ordering states for
compositions where the manganese ion is in the 3.5+ formal valence state (Nd1/2Sr1/2MnO3,
La1/2Ca1/2MnO3, Pr1/2Ca1/2MnO3 and La1.5Sr0.5MnO4). These materials undergo a structural
phase transition as a function of temperature with a discontinuity in the electrical resistivity, the
most insulating phase identified as being a charge ordering phase. The experimental reasons
supporting this identification have initially come from neutron, x-ray diffraction and electronic
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Table 2. Bond valence sums (BVS) and magnetic moments of several so-called charge ordering
TM oxides, which undergo charge disproportionation (% CD).

Bond valence Magnetic
determination moments

CD No ineq.
Compound Mn+δ Mn−δ (%) sites Mn+δ Mn−δ References

Fe3O4 2.72 2.51 21 4a 4.17 4.17 [81]
YBaFe2O5 2.94 2.23 71 2 3.82 3.82 [109]
YBaCo2O5 2.69 2.02 67 2 4.2 2.7 [109, 110]
TbBaFe2O5 2.76 2.37 39 2 4.15 3.65 [111]
Ca2Fe2O6 4.58 3.48 55 2 2.5 3.5 [140]
La1−x Srx FeO3 4.2 3.4 40b 1 2.72 3.61 [112]
La0.5Ca0.5MnO3 3.88 3.42 46 3 2.57 2.98 [117]
Nd0.5Sr0.5MnO3 3.98 3.49 49 2 2.8 3.0 [139]
Pr0.5Ca0.5MnO3 2.75 3.18 [121]
NdNiO3 3.23 2.78 45 2 [138]
YNiO3 3.24 2.58 56 2 [134]
(Ho, Er, Tm, Yb, Lu)
α-NaV2O5 4.51 4.46 4c 6 [137]

a The four inequivalent sites B(1)–B(4) in the orthorhombic Pmca unit cell represent an averaging
over 4 of the 16 inequivalent B sites in the larger Cc supercell.
b The charge disproportionation reported by Battle et al [112] has been calculated from Mössbauer
experiments.
c Calculations performed using the FDMNES code [155] result in a CO of a small fraction of the
electron (0.04 e−) to fit the x-ray resonant scattering data [137].

microscopy. X-ray and neutron diffraction allow one to determine that the one-site Mn ion of
the high temperature phase is transformed into three inequivalent crystallographic sites in the
CO phase. Two of them are very similar in terms of distribution of Mn–O distances so the
authors associate them with only two different atoms, i.e. Mn3+ and Mn4+ ions [116–118]. The
identification of two different Mn ions was also performed by means of electron microscopy.
In this case, the electronic image shows stripes with a periodic ordering that has also been
described as due to the ordering of Mn3+ and Mn4+ ions [119, 120]. Figure 13 shows an
electronic image of the La:Ca 1/2:1/2 sample. Needless to say, there are solid proofs of the
existence of two different Mn ions in the charge ordering phase, but neither neutron diffraction
nor electronic microscopy can confirm the identification of these as Mn3+ and Mn4+ ions. In
fact, the bond valence sums method gives a value for the valence state of the formal Mn3+ ion
that differs from that of Mn3+ in LaMnO3. Moreover, the distribution of Mn–O distances also
differs from the local tetragonal distortion of LaMnO3 [117, 118, 121]. The same can be said
for the assumed Mn4+ ion. In addition, the magnetic moments on each of the two sites are very
similar to each other and disagree with the expected magnetic moment for pure ionic Mn3+ or
Mn4+ [122].

In order to demonstrate the existence of real charge and orbital ordering, x-ray resonant
scattering experiments have been performed on these materials [123–127]. In spite of the
very good experimental data, the interpretation of these x-ray resonant scattering experiments
has been performed in a very naive and non-rigorous way. Most of the papers claim the
existence of ionic charge and d orbital ordering in these systems and some reviews refer to
them as experimental demonstrations of charge and orbital ordering. A detailed analysis of
the x-ray resonant scattering data and their comparison with high resolution x-ray absorption
spectra have shown that no real charge ordering occurs in manganites [85, 99]. Moreover,
anisotropy-induced reflections cannot be considered as an experimental proof of d orbital



Topical Review R171

Figure 13. A high resolution lattice image of nearly commensurate charge ordering in
La0.5Ca0.5MnO3 at 95 K. Residual discommensurations are indicated by arrows in boxed area
A whereas antiphase boundaries of paired Jahn–Teller stripes (JTS) are highlighted in boxed area
B. The inset shows intensity profiles from two immediate regions of paired JTS separated by an
antiphase boundary, showing a phase shift of π . From [120].

ordering [89, 128, 129]. Recently, some of the authors that claimed charge and orbital ordering
are reconsidering their conclusions, admitting that no integer charge ordering occurs in these
compounds [130, 131]. On the other hand, the so-called charge/orbital phase transition can
be easily explained as a structural phase transition driven by a softening of a phonon mode,
giving a new periodicity of the oxygen atoms [85]. The coupling of the electronic states with
phonons would be the responsible for the change in the electrical properties of the system. We
would like to emphasize that the so-called CO is characterized by the presence of two different
types of Mn atom with different local geometrical structure in that case. This fact implies that
the total charge on each atom should be different and the charge density should show spatial
anisotropy induced by the local geometrical structure.

Finally, valence states such as Ti3+ and Ti4+ in Ti4O7 [132] and V4+ and V5+ in α-NaV2O5

[133] as well as charge disproportionation (Ni3+δ′
and Ni3−δ) in NdNiO3 have recently been

reported [134]. X-ray resonant scattering experiments have also been performed on these
transition metal oxides, but no complete charge segregation has been observed experimentally
(see table 2). α-NaV2O5 was studied by Nakao et al [135] and Grenier et al [136] who
claim a charge segregation of about 0.5 e−. A re-analysis of the data by Joly et al [137]
obtained a charge segregation lower than 10%. NdNiO3 was studied by Staub et al [138] and
they obtained that the Ni3+δ′

–Ni3−δ charge segregation is about 0.5 e− in the insulating low
temperature phase.

5. Theoretical implications

The theoretical descriptions of metals, semiconductors, insulators and the transitions between
them were initially based on a model of non-interacting or weakly interacting electron systems.
Within the pure band theory [141, 142], the highest valence band is completely filled in the
insulator state and for metals this upper band is partially filled. In other words, the Fermi level
lies in a band gap for insulators while it is inside a band for metals. This basic distinction
between metals and insulators in terms of filling of electronic bands was established in the
early years of quantum mechanics [141–143]. Although this band picture was successful in
many respects, de Boer and Verwey [144] reported that many transition metal oxides with
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partially filled d electron bands were often insulators. As a typical example in their report,
there is the case of NiO. Concerning this controversy, Mott [24, 145, 146] was the first to
point out the relevance of electron–electron correlation as a possible origin for the insulating
behaviour in many transition metal oxides. In this way, the field of study of strongly correlated
electron systems was born with the goal of understanding how oxides with partially filled
d bands could be insulators and how an insulator (the so-called Mott insulator) becomes a
metal as some controllable parameters are varied. In theoretical approaches, Mott took the
first important step towards understanding how electron–electron correlation could explain the
insulating state.

The basic ingredients for the theory of transition metal oxides are nearly the same as those
that de Boer and Verwey propose [144] in the so-called ‘hopping conduction’. They envisaged
NiO, CoO, MnO, Fe2O3, Fe3O4, Mn2O3, Mn3O4 and Co3O4 as being highly ionic, the oxygen
ions all being O2−, whereas the metallic ions are all nominally in 2+ or 3+ states. They
recognized, by simply counting the number of 3d electrons, that this implies partially filled
3d bands and, according to the Bloch band picture, all these compounds should be metallic.
They suggested that when the barrier to the tunnelling of 3d electrons between neighbouring
cations is large, the system behaves as an insulator. Furthermore, they correlated the height of
the barrier with the Coulomb repulsion between the 3d electrons. They also inferred that an
integral number of d electrons per cation is necessary for the insulating configuration. Within
this framework, the electrical conductivity behaviours of magnetite and the so-called Verwey
transition were naturally explained as due to ionic ordering of the high temperature fluctuation
of the electron between Fe2+ and Fe3+ ions. The consideration of the transition metal oxides
as highly ionic systems has continued to this day, and may have originated from the supposed
experimental confirmation of the Verwey ordering model of magnetite. At this point, we would
like to emphasize that the Verwey ordering model was considered as experimentally proved
from the 1950s nearly to the 1980s. Over this period of time, in which there was great activity
in this field, this assumption determined the whole theoretical development.

The most widely accepted attempt to explain the breakdown of the pure band theory for
explaining the conduction in TM oxides comes from the ideas of Mott. There is now a brief
discussion of Mott’s ideas; we consider hydrogen atoms in a one-dimensional array. This array
will be a metal if the interatomic hydrogen distance is small and the probability of an electron
transferring from one atom to a neighbour is large enough. Electrons should move so fast that
the Coulomb interaction between them is averaged and the Hartree–Fock approximation for the
potential is applicable. If we apply this approximation, the electron number is one per atom,and
since one orbital state can contain two electrons with opposite spins, we have a half-filled band.
Within this framework the system is a metal showing only Pauli paramagnetism. If we increase
the interatomic distance gradually, the first effect is a decrease of the bandwidth correlated with
an increase in the density of states. Mott argued that this description is insufficient because the
Coulomb repulsion between electrons is ignored. Since the Coulomb interaction is determined
by the distance between electrons, a phase transition from a metal to an insulator state occurs at
some critical value of the bandwidth. In the limit of zero bandwidth or an array of far-distant
atoms, the appropriate quantum description is in terms of atomic wavefunctions instead of
extended Bloch waves. If one atom loses its electron, the energy of the excited state is higher
than that of the ground state by the on-site Coulomb energy U . Since a finite energy is needed to
excite the system, a weak external field cannot change the state of the system and no electrical
current is induced. This situation will not change even for a finite transfer integral, if it is small
compared with U . This problem was partially resolved by Hubbard by considering a model
Hamiltonian where only the on-site Coulomb interaction U is taken into account [147–149].
However, this model implies some simplifications when it is applied to d electron TM systems.
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It assumes that the orbital degeneracy of d orbitals is lifted by a crystal field; it does not consider
the overlap between the d band and the p band of ligand atoms and it neglects the inter-site
Coulomb force V . In spite of these simplifications, Mott’s ideas and the Hubbard model have
been very successful and they are the basis of the supposed present-day knowledge of transition
metal oxides. The Mott classification of conductors and insulators has been recently expanded
as a result of considering an aspect of the orbital degeneracy, as it is the overlap or the closeness
of the d band and the p band of ligand atoms which bridges between the elements in transition
metal compounds. For example, in TM oxides the oxygen 2pσ level becomes close to that of
the partially filled 3d band near the Fermi level. Thus the charge gap of the Mott insulator
cannot be accounted for solely with d electrons, and p electron degrees of freedom should also
be considered. In this case, if the pσ level becomes closer to the d states, the character of the
minimum charge excitation gap changes to that of a gap between a singly occupied d band with
a fully occupied p band and a non-fully occupied d band with a p hole. This kind of insulator
was proposed by Zaanen et al [150] as a charge-transfer (CT) insulator as contrasted with the
Mott–Hubbard insulator (MH), in which the band gap formation is due to the splitting of the
d band into lower and upper Hubbard bands, separated by the on-site Coulomb interaction.

As we have briefly argued, the main ingredients of the description of 3d transition metal
oxides are the following:

(i) Generally, d electrons are mainly considered localized on the atoms, so the atomic
d orbitals are used as basis functions to describe the solid. This is the basis of the tight-
binding model, considered appropriate for describing TM oxides.

(ii) Due to the strong localization of the 3d electrons on the atom, the intra-atomic Coulomb
repulsion (U ) is assumed to be the relevant parameter as regards the electronic state of
TM oxides.

Although these two premises seem generally accepted nowadays, we consider that there are
still no solid reasons to consider them to be experimentally proved. The most often claimed
experimental proof for electron localization is the value of the local magnetic moments
determined by means of neutron diffraction. For instance, the agreement between the
experimental nickel magnetic moment in NiO and the theoretical value for the Ni2+ ion was
taken as proof of electron localization. We would like to recall here that for a lot of other
magnetic oxides, as for magnetite, the measured magnetic moment separates significantly
from the theoretical ionic one. In our opinion, the agreement between the theoretical and
experimental values of the magnetic moment in nickel oxide should be explained in more
detail.

We will not consider in the following discussion the case of TM oxides with the formal
integral valence state of the transition metal atom. We will deal with the formal mixed valence
TM oxides and, in particular, the case of the archetypical compound magnetite, where the
number of mobile electrons is one half of the number of lattice points. The key point is that
atomic electronic localization in these mixed valence compounds implies necessarily spatial or
temporal segregation into two ionic states. Taking as the reference magnetite, the description
given by Verwey where Fe3+ and Fe2+ ions are ordered periodically on the B sites below
TV is an example of spatial localization while above TV the charge fluctuates between the
B sites giving an example of temporal localization. On the other hand, we have shown that
from the experimental point of view neither ionic Fe3+–Fe2+ ordering below TV nor temporal
localization above TV has been found. Consequently, the insulator state below TV cannot be
associated with atomic electron localization and the Mott model for metal–insulator transitions
does not apply to this system. In this sense, as the characteristic time for an x-ray absorption
process is of the order of 10−16 s, the mixing of the electronic states between Fe atoms in the
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lattice is very substantial. As a consequence, taking the atomic d orbitals as the basis functions
for describing the electrical conduction in magnetite is not a good approach. In other words,
speaking in terms of 3dn configurations loses its meaning when the states are highly mixed in
the solid. In this case, the energy of correlation between electrons on neighbouring atoms is
important instead of the on-site Coulomb repulsion U .

A realistic calculation of the band structure of the high temperature phase of magnetite
was made by the self-consistent APW method, using the local spin density approximation
and taking into account the relativistic effects [151]. The band dispersion shows a large
hybridization of Fe 3d states and O 2p states indicating the itinerant character of the electronic
states. The Fermi level EF lies within the energy gap of the majority spin band where the 3d
levels of the Fe in the B site are almost occupied. In contrast, the 3d states of the Fe(B) site are
almost empty in the minority spin band where the EF is located. The total width of the valence
band is about 10 eV below the Fermi level. Several experiments are consistent with this band
structure. For example, the magnetic moment of a Fe atom on the A site is 3.82 µB, instead
of 5 µB. Another important conclusion from this band structure [151] is that the difference
of charges of Fe ions in the low temperature phase, or the amplitude of charge density waves,
cannot be as large as 1 electron/Fe. Since the first band lies below the Fermi surface and will
not be disturbed by the Verwey transition, all the Fe ions in the B sites always have at least 1/4
of an electron. Consequently, the difference in valence of the Fe ions in the low temperature
phase should be less than 0.5 e−.

The insulating state of Fe3O4 has been analysed by means of local density approximation
calculations including a Coulomb interaction correction [152, 153]. With the belief that the low
temperature phase of magnetite is ordered, these supposed first-principles calculations include
an effective inter-site Coulomb interaction (V ). Even including this non-justified term V , they
found a charge segregation of about 0.32 electrons, also far from the pure ionic value 1 [153].
In any case, we note that these calculations assume the charge ordering as a fact. It is clear that
if we include some kind of interaction distinguishing near neighbour configurations, a charge
ordered phase should be obtained. Recently, a self-interaction corrected local spin density
calculation determined that the inequivalent Fe positions of the low temperature phase give
rise to different charge distributions while the Fe valence remains unaltered [154]. Thus it was
concluded that the charge disproportionation below the Verwey temperature is not of electronic
origin but determined by structural distortions, and all the Fe ions occur in a trivalent state. This
recent theoretical result agrees with the conclusion derived from diffraction experiments that
the low temperature phase is characterized by at least four different Fe B atoms (perhaps 16) and
the possible charge segregation has its origin in the existence of different crystallographic sites.

Many other models, based on the idea that the electron–phonon coupling leads to the
formation of polarons in the low temperature phase, have also been proposed to describe the
mechanism of electrical conduction and its behaviour near the Verwey transition in Fe3O4.
We do not review these polaronic models proposed for magnetite here. We would merely
like to remark that the time for hopping between Fe ions should be higher than 10−16 s and
the characteristic time for thermal vibrations is lower than this value. So the electronic states
coupled with phonons should be those extended over several atoms and not the localized ones.
This fact excludes the possibility of the small polaronic models giving a realistic description
of the electronic properties of magnetite.

6. Conclusions

Magnetite is a fascinating material that, despite being discovered more than 2000 years ago,
is not yet well understood. The important fact is that magnetite has been taken as a reference
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for all the solid state physics developed in the second half of the 20th century. In particular,
the interpretation of the Verwey transition in terms of pure ionic ordering of the Fe ions at the
octahedral B sites has been taken as a model for the theory of highly correlated electron systems
and, in some way, as a basis of the Mott–Hubbard model. It seems more a sociological than
a scientific problem that after 60 years from the proposal of the Verwey model, an important
part of the scientific community continue to believe the Verwey description when the detailed
scheme of charge order has not yet been determined.

As we have shown, there is no experimental proof supporting an atomic electronic
localization in magnetite, and some of the experiments that claim to prove the CO model
instead do the opposite. In particular, conventional x-ray diffraction, neutron diffraction and
x-ray resonant scattering techniques demonstrate that there is no ionic ordering and, probably
more important, no one-to-one charge segregation in magnetite below TV (more than two
different octahedral iron ions are present at low temperatures). In addition, the same conclusion
applies to other related Fe and/or transition metal oxides, as we have discussed in section 4.
This led us to reconsider the theories based on the model of an atomic localized character of
the 3d electrons in transition metal oxides for describing the broad phenomenology of these
compounds. For instance, high Tc superconductors and colossal magnetoresistive manganites
are not yet well understood and, moreover, the present knowledge seems inadequate for
predicting new properties of oxides. Thus, it seems that the atomic approach used to describe
the physics of TM oxides needs to be modified and new ideas need to be developed in order
to establish a coherent framework for explaining all the experimental data.
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